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Abstract 

This report identifies potential changes needed in the existing legal and human rights frameworks 

(international, EU and national) that might be necessary or desirable to create an environment in which 

the SIENNA proposals for ethical human genetics and genomics, human enhancement technologies 

and AI and robotics could be implemented most effectively. It also includes recommendations to 

improve enforcement and promote the uptake and effectiveness of the existing legislation in these 

fields. The desired or necessary changes advanced are specified in the report along with related 

actions, actors responsible for implementing them, their priority levels, implementation challenges 

and how these could be addressed. The report also discusses the interrelations between ethics and 

law from the perspective of policymakers.  
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Executive summary 
 

In order to ensure that human rights and other important societal values are respected, ethics and 

human rights standards need to be taken on board in the development and use of the emerging 

technologies, such as human genetics and genomics, human enhancement technologies and artificial 

intelligence and robotics. Ethical guidelines and practices and adequate legal frameworks are 

important measures to achieve this goal.  

This report identifies potential changes needed in the existing legal and human rights frameworks 

(international, EU and national) that might be necessary or desirable to create an environment in 

which the SIENNA proposals for ethical human genetics and genomics, human enhancement 

technologies and artificial intelligence (AI) and robotics could be implemented most effectively. It 

also includes recommendations to improve enforcement and promote the uptake of the existing 

legislation in these fields.  

Chapter 1 outlines the objectives of the report and its background (how it draws on the previous results 

of the project), and its scope and limitations. It also presents the general approach and methods, 

including information on consultation with stakeholders via webinars and emails, and engaging with 

policy makers through participating in public consultations.  

Since the general aim of this report is to give recommendations on changes in the legal frameworks 

that would create a supportive environment for SIENNA ethical proposals, Chapter 2 contains 

introductory remarks on the relations between ethics and law and on measures to enhance 

regulation. It observes how from the perspective of a regulator, the complex interplay between law 

and ethics presents itself as a practical question. Given ǘƘŜ Ǌƛǎƪǎ ƻŦ άŜǘƘƛŎǎ ǿŀǎƘƛƴƎέΣ ǿŜ ƻǳǘƭƛƴŜ the 

roles ethics and law may play in the governance of new technologies, and how in general law can relate 

to ethical criteria. Further, we underline that regulators have at their disposal a number of tools for 

governance beyond command and control regulation and we stress the importance of evaluating 

existing frameworks.  

The report next presents our key recommendations to enhance the legal frameworks for human 

genetics and genomics (chapter 3), human enhancement technologies (chapter 4) and AI and robotics 

(chapter 5), respectively. They identify required legal changes and specify actions needed to be taken, 

responsibility, priority levels and the associated challenges. 

Chapter 3 discusses recommendations for human genetics and genomics and begins by explaining the 

principles that steer potential changes in this field at three levels. At the international level, it explores 

issues related to strengthening compliance with existing instruments through their interpretation and 

promoting their further uptake, improving dialogues with stakeholders, as well as enhancing the right 

to science in human genetics and genomics. With regard to the EU law, it outlines, e.g., specific actions 

required for effective enforcement of existing law and enhancing it through revisions to resolve 

ŦǊŀƎƳŜƴǘŀǘƛƻƴ ŀƴŘ ǳƴŎŜǊǘŀƛƴǘƛŜǎΣ ŀƭǎƻ ǊŜŦŜǊǊƛƴƎ ǘƻ ǘƘŜ 9¦Ωǎ ǎŎƛŜƴǘƛŦƛŎ ŀǎǇƛǊŀǘƛƻƴǎ ƛƴ ǘƘƛǎ ŀǊŜŀΣ ŀƴŘ ǘƻ ǘƘŜ 

proposed idea of the European Health Union. It notes also the responsibilities of the national legal 
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orders to ensure that their commitments in human genetics are followed, including ensuring that the 

laws are capable of responding to scientific advances and securing effective oversight and 

enforcement.  

Chapter 4, which covers human enhancement technologies (HET), takes as a starting point the societal 

values identified in the SIENNA ethical analysis1 as being among the most affected by HET. It outlines 

some potential changes needed in the legal frameworks to address these challenges, focusing on 

existing HET and these ones that are to be expected in near future and in context of which regulatory 

ƎŀǇǎ ŀƴŘ ƎǊŜȅ ȊƻƴŜǎ ƘŀǾŜ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘΦ !ŘƻǇǘƛƴƎ ΨǎȅǎǘŜƳƛŎ ŎŀǎŜ-by-ŎŀǎŜ ŀǇǇǊƻŀŎƘΩ2 to human 

enhancement (HE), it provides recommendations for regulators at the international, EU and national 

levels in regard to ensuring safety of HE devices and safety of HE procedures, privacy and data 

protection (including in the context of brain data), and safeguarding informed consent in HE 

procedures. It also discusses actions related to addressing misleading advertising and risks of 

discrimination, especially in the workplace context, and emphasises a need for a model of technology 

assessment of HET that is not limited to medical risks.  

Chapter 5, which relates to AI and robotics, covers proposals to enhance legal frameworks at three 

levels ς international, EU and national. It seeks to create new and/or promote existing 

avenues/mechanisms for ethical AI and robotics, actionable enforcement of existing laws and effective 

redress for human rights impacts. While some required changes are specific to a given level, we have 

also identified some shared recommendations. Between the international and EU-levels, common 

change ambitions include clarifying and/or expanding the scope of key concepts to cover new 

technological challenges and addressing discrimination gaps. Common EU and national level change 

ambitions include increasing the reliability and security of AI and robotics products and services; 

making them respectful of EU values (applicable to Member States), fundamental rights and freedoms 

and reducing mass and disproportionate surveillance of individuals designed into or perpetuated by AI 

and robotics products, services and systems. 

The report conclusions (Chapter 6) present observations common to all three studied technological 

areas. Making the governance of the three technological fields more compliant with human rights and 

ethical values is a multi-layered and continuous task that requires simultaneous actions at different 

levels, with diverse tools and the involvement of a wide range of actors. There is no silver bullet 

regulatory solution. It is important to rely on the existing frameworks, which may need to be 

supplemented with interpretive guidance, and to use capacity of the monitoring mechanisms that are 

already in place, with better enforcement. But we also should not turn away from new (or revised) 

measures. These new or revised measures may be particularly important when we need to introduce 

stronger protection and/or introduce clear red lines on what is not permissible. They are also needed 

ς especially looking beyond the most urgent actions ς when new legal categories, expended scope of 

application and novel procedures or bodies may provide a more optimal way forward.  

                                                           
1 Jensen, Sean, et. al, SIENNA D3.1 State-of-the-art review, WP3 - Human Enhancement, 2018, 
https://www.sienna-project.eu/digitalAssets/788/c_788666-l_1-k_d3.1sotahet.pdfΤ YǸƘƭŜǊΣ aƛŎƘŜŀƭΣ bƛƭǎ-
Frederic Wagner, Philip Brey, SIENNA D3.7: Proposal for an ethical framework for human enhancement, 2020.  
2 Science and Technology Options Assessment (STOA), Human Enhancement. Study, Brussels, 2009. 

https://www.sienna-project.eu/digitalAssets/788/c_788666-l_1-k_d3.1sotahet.pdf
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Key take-aways  

For human genetics and genomics, 

¶ At the international level, the key take-away is that a human genetics and genomics treaty is 

necessary to overcome the existing challenges and fulfil responsibilities towards future 

generations. Although SIENNA acknowledges the difficulty in agreeing on several important 

principles relating to the HGGT, the state of the art of the technologies on the one hand and 

the need for further developments, on the other hand, require it to be addressed as an urgent 

priority of the UN. Additionally, there is a need to continue clarifying how the existing human 

rights norms respond to the specific questions in the area of genetics of genomics, including 

new and emerging technologies in the field and their applications. 

¶ At the EU level, key take-away is the need to remove hurdles associated with regulatory 

fragmentation and approach to the governance of human genetic and genomic technologies. 

As a longer-term objective, SIENNA has identified and shed light into the avenues to ensure 

better potential to exploit the area of human genetics and genomics to further the EU 

objectives, in particular those relating to research and technological development, including if 

the European Health Union is advanced. 

¶ At the national level, key take-away is the urgent need to revisit comprehensiveness, 

oversight, and enforcement strategies of the national legal frameworks and their capability to 

adequately respond to the scientific advances in the area of human genetics and genomics.  

For human enhancement technologies, 

¶ The key take-away at the international level is that there is a need for more interpretative 

guidance on how international law relates to HE challenges. Considering the diversity of HET 

and the low level of institutionalisation of the field, a regulatory approach that seeks to address 

all the relevant issues in one legal instrument might not the best way to start. A more 

incremental building of understanding and consensus with a number of legal instruments may 

be more helpful at this stage.  

¶ At the EU level, the key take-away is that the EU should take up a more leading role in data 

protection in the HE context, especially with regard to the challenges associated with the brain 

data. Moreover, product safety legislation in the HE context may require further scrutiny 

(following some positive steps already taken in this area).  

¶ The key take-away at the national level is that national legislator should review and monitor 

how their respective legislation responds to the HE challenges and ensure that these responses 

are in line with the general human rights protection commitments.  

For AI and robotics,  

¶ At the international-level, the key take-away is the need to clarify how the existing human 

rights framework applies to AI/robotics (e.g., via creating new specific rules). While adoption 

of a new human rights treaty for AI and robotics is a low priority fraught with difficulties, 

changes to existing relevant laws that protect certain values underlying human rights may be 

desirable and more feasible.  
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¶ At the EU-level, the key take-away is the urgency to ensure consistency and a harmonised 

approach across the European Union and establish common governance standards to address 

AI and robotics ethical and human rights-related risks while recognising that flexibility and 

sector and/or use specificity regulation are critical. It is also not opportune to pursue, at this 

time, the creation of a specific legal status for autonomous systems 

¶ At the national-level, the key take-away is to ensure that any changes in legislation are fit for 

ǇǳǊǇƻǎŜ ŀƴŘ ƛƴ ŀŎŎƻǊŘŀƴŎŜ ǿƛǘƘ ǘƘŜ ŎƻǳƴǘǊȅΩǎ ƛƴǘŜǊƴŀǘƛƻƴŀƭ ƻōƭƛƎŀǘƛƻƴǎΣ ŜǎǇŜŎƛŀƭƭȅ ǿƛǘƘ ǊŜƎŀǊŘǎ 

to human rights and fundamental values. There is also need for legal clarity and guidance. 
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research infrastructure for biobanking).  
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CERD Committee on the Elimination of Racial Discrimination (UN) 
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Abbreviation Explanation 

Clinical Trials 
Regulation 

Regulation (EU) No 536/2014 of the European Parliament and of the Council 
of 16 April 2014 on clinical trials on medicinal products for human use, and 
repealing Directive 2001/20/EC 

CMW Committee on Migrant Workers (UN) 

CoE Council of Europe 

CPT European Committee for the Prevention of Torture and Inhuman or Degrading 
Treatment or Punishment (CoE) 

CRC Committee on the Rights of the Child (UN) 

CRPD Committee on the Rights of Persons with Disabilities (UN) 

D Deliverable  

DH-BIO Committee on Bioethics (CoE) 

EC European Commission  

ECHR European Convention on Human Rights 

ECSR European Committee of Social Rights  

ECtHR European Court of Human Rights  

EDPB European Data Protection Board  

ELSI Ethical, legal, social issues 

EP European Parliament  

EU European Union 

FRA Fundamental Rights Agency 

GDPR General Data Protection Regulation 

HE Human enhancement  

HET Human enhancement technologies 

HGGT Human genetic and genomic technologies 

HRC Human Rights Committee (UN) 

HRIA Human Rights Impact Assessment 

IBC International Bioethics Committee 

ICESCR International Covenant on Economic, Social and Cultural Rights 

ICT Information and Communications Technology 

IGBC Intergovernmental Bioethics Committee 

ILO International Labour Organization 

In Vitro 
Diagnostic 
Medical Devices 
Regulation 

Regulation (EU) 2017/746 of the European Parliament and of the Council of 5 
April 2017 on in vitro diagnostic medical devices and repealing Directive 
98/79/EC and Commission Decision 2010/227/EU 

LARs  Lethal autonomous robotics 

LAWS Lethal autonomous weapons 

Medical Devices 
Regulation 

Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 
April 2017 on medical devices, amending Directive 2001/83/EC, Regulation 
(EC) No 178/2002 and Regulation (EC) No 1223/2009 and repealing Council 
Directives 90/385/EEC and 93/42/EEC  

NAP National Action Plan  

NHRIs National Human Rights Institutions 
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Abbreviation Explanation 

OAS Organization of American States 

OECD Organisation for Economic Co-operation and Development 

OHCHR Office of the High Commissioner for Human Rights (UN) 

tŀǘƛŜƴǘǎΩ wƛƎƘǘǎ 
Directive 

Directive 2011/24/EU of the European Parliament and of the Council of 9 
aŀǊŎƘ нлмм ƻƴ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ ǇŀǘƛŜƴǘǎΩ ǊƛƎƘǘǎ ƛƴ ŎǊƻǎǎ-border healthcare 

RFID  Radio-Frequency Identification  

RRI Responsible Research and Innovation 

SR Special Representative (UN) 

STOA Science and Technology Options Assessment Panel of the European 
Parliament 

TEU Treaty on European Union 

TFEU Treaty on the Functioning of the European Union 

UDHR Universal Declaration of Human Rights 

UN United Nations 

UNESCO United Nations Educational, Scientific and Cultural Organization 

UNGA UN General Assembly 

UNGP UN Guiding Principles on Business and Human Rights 

UNICRI United Nations Interregional Crime and Justice Research Institute 

UPR Universal Periodic Review  

v.  versus 

WIPO World Intellectual Property Organization 

WP Work Package 

Table 1: List of acronyms/abbreviations 

  

Glossary of terms  
Term  Explanation 

Artificial intelligence The science and engineering of machines with capabilities that are 
considered intelligent (i.e., intelligent by the standard of human 
intelligence). 

Autonomy TƘŜ ǾŀƭǳŜ ƻŦ ŀ ǇŜǊǎƻƴΩǎ ŀōƛƭƛǘȅ ǘƻ ŘŜŎƛŘŜ ŀƴŘ ŀŎǘ ƻƴ ƘŜǊ ƻǿƴ ŀǳǘƘŜƴǘƛŎ 
desires and preferences, without being unduly influenced, coerced or 
manipulated by others. 

Command and control 
regulation 

Regulation by the state through the use of legal rules backed by (often 
criminal) sanction.3 

Ethics by design The systematic inclusion of ethical guidelines, recommendations and 
considerations into design and development processes. 

Hard law  Authoritative rules backed by coercive force exercised at the national 
level by a legitimately constituted (democratic) nation-state and 

                                                           
3 .ƭŀŎƪΣ WǳƭƛŀΣ ά/ǊƛǘƛŎŀƭ ǊŜŦƭŜŎǘƛƻƴǎ ƻƴ ǊŜƎǳƭŀǘƛƻƴέΣ Australian Journal of Legal Philosophy, vol. 27, no. 1, 2002, p. 
2.  
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Term  Explanation 

constituted in the supranational context by binding commitments 
voluntarily entered into between sovereign states (typified by public 
international law).4 

Human enhancement  A modification aimed at improving human performance and brought 
about by science-based and/or technology-based interventions in or on 
the human body. 

Law  Encompasses both hard law and soft law 

Regulation The intentional use of authority to affect behaviour of a different party 
according to set standards. Law is one of the institutions for purposively 
attempting to shape behaviour and social outcomes, but there may be 
other means, including the market, social norms, and technology itself. 
Regulation can also mean a species of hard law, e.g., a type of EU legal 
act with a direct effect defined by Article 288 of the Treaty on the 
Functioning of the European Union5 or, in some instances, a legal act 
adopted at the national level. 

Regulatory bodies Bodies that exercise regulatory or supervisory powers. E.g., regulatory 
agencies, watchdogs, commissions. 

Robotics The field of science and engineering that deals with the design, 
construction, operation, and application of robots. 

Soft law  Normative, non-binding instruments emanating from law-making bodies 
including resolutions, recommendations, guidelines, communications, 
notices etc. (public, top-down instruments). The lack of binding force is 
the main feature distinguishing soft from hard law.6 

Table 2: Glossary of terms 

 

 

                                                           
4 .ǊƻǿƴǎǿƻǊŘΣ wƻƎŜǊΣ 9ƭƻƛǎŜ {ŎƻǘŦƻǊŘ ŀƴŘ YŀǊŜƴ ¸ŜǳƴƎΣ ά[ŀǿΣ wŜƎǳƭŀǘƛƻƴ ŀƴd Technology: The Field, Frame, 
ŀƴŘ CƻŎŀƭ vǳŜǎǘƛƻƴǎέΣ ƛƴ wƻƎŜǊ .ǊƻǿƴǎǿƻǊŘΣ 9ƭƻƛǎŜ {ŎƻǘŦƻǊŘ ŀƴŘ YŀǊŜƴ ¸ŜǳƴƎ όŜŘǎΦύΣ The Oxford Handbook of 
Law, Regulation and Technology, Oxford University Press, Oxford, 2017, pp. 3-40. 
5 !ŎŎƻǊŘƛƴƎ ǘƻ ǘƘƛǎ ǇǊƻǾƛǎƛƻƴΣ ά¢ƻ ŜȄŜǊŎƛǎŜ ǘƘŜ ¦ƴƛƻƴϥǎ ŎƻƳǇŜǘŜƴŎŜǎΣ ǘƘŜ ƛƴǎǘƛǘǳǘƛƻƴǎ ǎƘŀƭƭ ŀŘƻǇǘ ǊŜƎǳƭŀǘƛƻƴǎΣ 
directives, decisions, recommendations and opinions. A regulation shall have general application. It shall be 
binding in its entirety and directly applicable in all Member States. A directive shall be binding, as to the result 
to be achieved, upon each Member State to which it is addressed, but shall leave to the national authorities the 
choice of form and methods. A decision shall be binding in its entirety. A decision which specifies those to 
whom it is addressed shall be binding only on them. Recommendations and opinions shall have no binding 
ŦƻǊŎŜΦέ 
6 DƻƴŎŀƭŜǎΣ aŀǊƛŀ 9ŘǳŀǊŘŀΣ ŀƴŘ aŀǊƛŀ LƴŜǎ DŀƳŜƛǊƻΣ άIŀǊŘ [ŀǿΣ {ƻŦǘ [ŀǿ ŀƴŘ {ŜƭŦ-regulation: Seeking Better 
DƻǾŜǊƴŀƴŎŜ ŦƻǊ {ŎƛŜƴŎŜ ŀƴŘ ¢ŜŎƘƴƻƭƻƎȅ ƛƴ ǘƘŜ 9¦έΣ ²ƻǊƪƛƴƎ ǇŀǇŜǊΣ нлммΦ 
https://www.researchgate.net/publication/272351073_Hard_Law_Soft_Law_and_Self- 
regulation_Seeking_Better_Governance_for_Science_and_Technology_in_the_EU  
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1. Introduction 
 

1.1 Background and objectives  

 

In order to ensure that human rights and other important societal values are respected, ethics and 

human rights standards need to be taken on board in the development and use of the emerging 

technologies, such as human genetics and genomics, human enhancement technologies and artificial 

intelligence and robotics. Ethical guidelines and practices and adequate legal frameworks are 

important measures to achieve this goal. These are the basic normative presuppositions of this report, 

which presents recommendations for the enhancement of the existing legal frameworks for genomics, 

human enhancement, and AI and robotics. 

This report has been developed within the SIENNA project, a European Horizon 2020-funded project7 

on the ethical, legal and social dimensions of three technological areas: human genetics and genomics, 

human enhancement technologies and artificial intelligence and robotics. The project has conducted 

extensive analysis of ethical and legal aspects of these technological areas, reviewed their present and 

expected applications, socio-economic impacts and analysed key concepts and demarcations of the 

fields, and performed studies on the public awareness and acceptance of these areas and of their 

current coverage by research ethics committees and in ethical codes. Moreover, the project has also 

proposed general ethical frameworks for the three fields.8  

Based on the results of the SIENNA analysis, particularly drawing on the research on legal 

developments and approaches to specific legal issues and human rights challenges related to the three 

studied domains, this report identifies potential changes needed in the existing legal and human rights 

frameworks (international, EU and national) that might be necessary or desirable to create an 

environment in which the SIENNA ethical proposals could be implemented most effectively. At the 

moment of writing of this report, the SIENNA ethical recommendations are still in development, 

therefore SIENNA legal and ethical proposals go hand in hand. This report includes also 

recommendations on improving the enforcement or promoting the uptake of the existing legislation.  

1.2 Approach and methods  

The general methods and approaches for analysing international, regional and national laws were 

presented in the SIENNA Handbook.9 This report follows the outlined combination of doctrinal, 

functional, and law-in-context methods used already in the SIENNA legal analysis, but this time with 

                                                           
7 https://www.sienna-project.eu 
8 More information about the SIENNA work that this report builds upon are presented in the chapters 3, 4 and 
5, for each of the technological fields. The SIENNA reports may be found here: https://www.sienna-
project.eu/publications/.  
9 Rodrigues, Rowena, Stearns Broadhead et. al., {L9bb! 5мΦΥ ¢ƘŜ ŎƻƴǎƻǊǘƛǳƳΩǎ ƳŜǘƘƻŘƻƭƻƎƛŎŀƭ ƘŀƴŘōƻƻƪΣ 2018, 
pp. 35-45; 
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5ba68b5a2&a
ppId=PPGMS 

https://www.sienna-project.eu/publications/
https://www.sienna-project.eu/publications/
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prescriptive and specific aim of identifying potential changes needed in the legal frameworks and 

possible policy actions. The research drew upon the legal analysis carried out in the SIENNA Tasks 2.2, 

3.2 and 4.2 and included a further supportive review of academic, policy and legal developments 

related to the three technological areas.  

Along with desktop research, the task involved consultations with stakeholders. Preliminary outlines 

of changes needed in the legal frameworks, possible actions and associated challenges were presented 

to and discussed with academics, policy makers, regulators and other experts in three SIENNA 

webinars (one for each investigated technology area). The webinars were held on 17 June 2020.10 The 

webinar participants received in advance discussion papers (one per topic) for their inputs.11 Based on 

the feedback received in the webinars discussions and through individual mails to the webinars 

presenters, the recommendations were revised and are presented in this report (chapters 3, 4 and 5). 

When a consulted person provided explicit consent, their contribution has been acknowledged in this 

report by using their name, in other cases, we have indicated inputs without personal information as 

agreed with the stakeholders consulted.12 We are very grateful to all the participants in the webinars 

for discussions and their valuable feedback; also to those who communicated via email. 

As a way of further engaging with policymakers on our recommendations, SIENNA participated in the 

public consultation on the European Commission White Paper on AI,13 and provided (jointly with the 

SHERPA project14) feedback on the European Parliament Committee on Legal Affairs Draft report with 

recommendations to the Commission on a framework of ethical aspects of artificial intelligence, 

robotics and related technologies (2020/2012(INL).15  

The three technology areas studied in SIENNA are substantially different in many aspects. They 

significantly differ in terms of their level of maturity and institutionalisation (both with regard to stages 

of development of legal frameworks and general policy debates), degree of controversy, type of 

                                                           
10 The speakers for the webinars were: Rowena Rodrigues (Trilateral Research) for the AI and robotics webinar, 
Santa Slokenberga (Uppsala University) for the human genomics and genetics webinar and Konrad Siemaszko 
(Helsinki Foundation for Human Rights) for the human enhancement webinar. All three webinars were 
organised with help of the SIENNA communications team: Josepine Fernow and Anna Holm (Uppsala 
University). Open invitations to the webinars were distributed by emails and shared through social media. 
11 The discussion papers were the initial drafts of the chapters 3, 4 and 5.  
12 Choice left to the webinar leader was not been treated as an explicit consent. 
13 Siemaszko, Konrad, RƻǿŜƴŀ wƻŘǊƛƎǳŜǎΣ !ƴŀƠǎ wŜǎǎŞƎǳƛŜǊΣ WŀǾƛŜǊ ±ŀƭƭǎ tǊƛŜǘƻΣ SIENNA Submission to the 
Consultation on the White Paper on Artificial Intelligence, 13 June 2020, https://www.sienna-
project.eu/digitalAssets/885/c_885056-l_1-k_sienna_white-paper-consultation_13.06.2020.pdf 
14 For more on SHERPA (Shaping the ethical dimensions of smart information systems (SIS) ς a European 
perspective) ς an EU-funded project that analyses how artificial intelligence and big data analytics impact ethics 
and human rights, see: https://www.project-sherpa.eu/  
15 wƻŘǊƛƎǳŜǎΣ wƻǿŜƴŀΣ bƛŎƻƭŜ {ŀƴǘƛŀƎƻΣ !ƴŀƠǎ wŜǎǎŞƎǳƛŜǊΣ .ŜǊƴŘ {ǘŀƘƭΣ YƻƴǊŀŘ {ƛŜƳŀǎȊƪƻΣ {ǘŞǇƘŀƴƛŜ [ŀǳƭƘŞ 
Shaelou, Joint SHERPA and SIENNA Commentary on the European Parliament Committee on Legal Affairs Draft 
report with recommendations to the Commission on a framework of ethical aspects of artificial intelligence, 
robotics and related technologies (2020/2012(INL), 22.05.2020, https://www.sienna-
project.eu/digitalAssets/883/c_883282-l_1-k_feedback-from-the-sienna-sherpa-projects_ep_ai-
regulation_final_22-may.pdf 

https://www.sienna-project.eu/digitalAssets/885/c_885056-l_1-k_sienna_white-paper-consultation_13.06.2020.pdf
https://www.sienna-project.eu/digitalAssets/885/c_885056-l_1-k_sienna_white-paper-consultation_13.06.2020.pdf
https://www.project-sherpa.eu/
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research and application domains, as well as their impacts.16 This led us to adopt partially different 

approaches to the ethical and legal analysis that was conducted in the project thus far and to the 

different nature of the ǇǊƻƧŜŎǘΩǎ proposed general ethical frameworks. In this report, which relates to 

all three domains, we have attempted to strike a balance between a consistent approach and flexibility 

required by the specifics of each field.  

The analyses of the three areas shared common goals: identifying potential changes needed in legal 

frameworks at the international, EU and national levels (with a particular focus on the EU level), 

presenting potential recommendations to policy makers and outlining challenges related to the 

enhancement of the legal frameworks in a given area. However, taking into account among others 

different level of institutionalisation of the fields, the presentation of recommendations for of AI and 

robotics and human genetics and genomics are organised along the lines of legal orders, while in case 

of HET, recommendations are first divided and discussed along the lines of impacts on societal values 

and then, in the chapter conclusions, summarised in tables corresponding to the thee legal orders. As 

part of the joint methodology, in all the areas we have specified additional information. First, primary 

body, agency or organisation that is best placed to enable the change and carry out the specific action 

(ƳŀǊƪŜŘ ŀǎ ΨǊŜǎǇƻƴǎƛōƛƭƛǘȅΩΣ ǿƘƛŎƘ ǎƘƻǳƭŘ ƴƻǘ ōŜ ǳƴŘŜǊǎǘƻƻŘ ŀǎ ŜȄŎƭǳŘƛƴƎ other relevant organisations 

from carrying out the action). Secondly, we have indicated priority levels of the actions (i.e., how 

quickly they should be taken), with four categories: level 1 (urgent; action is needed within the next 

12 months), level 2 (high; action needs to be taken within next 2 years), level 3 (medium, action needs 

to be taken within next 3-5 years), level 4 (low; action needs to be taken within next 5-10 years). The 

priority levels were awarded taking into account the state of the art in the technological area, 

particularly the gaps identified in the legal analysis and relevant policy developments. 17 Finally, we 

have also outlined some change implementation challenges, understood as obstacles or hurdles to the 

implementing the specific actions to bring about the change.18  

1.3 Structure of the report 

Chapter 2 shortly presents introductory remarks on the relations between ethical and legal 

frameworks, how law may relate to ethical guidelines and discusses some of the regulatory possibilities 

in the area of new technologies. Chapters 3, 4 and 5 outline the desired changes in the legal 

frameworks and our recommendations for each of the investigated technological fields: human 

genomics and genetics technologies, HET and AI and robotics, respectively. Chapter 6 presents general 

conclusions for all three domains.  

1.4 Scope and limitations  

The scope of the report is pre-defined by the SIENNA project Grant Agreement Description of Action. 

While we have referred to the three levels of legal frameworks (international, EU and national), we 

have paid particular attention to the EU-level, in accordance with the objective of this task in the 

                                                           
16 Rodrigues, Rowena, Stearns Broadhead et. al., op. cit., 2018, p. 38.  
17 tǊƛƻǊƛǘȅ ƭŜǾŜƭ ŀǿŀǊŘŜŘ ǊŜŦƭŜŎǘǎ ǘƘŜ ǾƛŜǿǎ ƻŦ ǘƘŜ {L9bb! ǊŜǎŜŀǊŎƘŜǊǎΩ ōŀǎŜŘ ƻƴ ǘƘŜƛǊ ǊŜǎŜŀǊŎƘ ŀƴŘ ŀǎ ŀǘ ǘƛƳŜ ƻŦ 
writing (June-July 2020). 
18 This approach was proposed by Trilateral Research.  
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project. In addition, with regard to the international level, we have focused primarily on the Council of 

Europe and the United Nations systems.  

Given the time constraints and vastness of each of the topics covered (and all the more when combined 

in one report), the presented changes that are needed in the legal frameworks and recommendations 

are not be understood as exhaustive, or covering all desirable actions. Moreover, for the same reasons, 

it was not possible to examine every recommended action in great detail and they may rather serve as 

basis for policymakers and regulators for a continued in-depth research and discussion in the indicated 

areas. 

2. Ethics, law and enhancing the legal frameworks ï 

introductory clarifications  
 

This report identifies potential changes needed to enhance the legal frameworks in the three studied 

fields that might be beneficial to support SIENNA ethical proposals. Therefore before outlining specific 

areas for potential changes and actions, this chapter briefly presents some introductory clarifications 

that are relevant to achieve this objective.  

Relations between ethics and law are complex, multi-dimensional and reciprocal. The two domains are 

particularly interrelated in communities that are politically and legally committed to respect human 

rights ς as is Europe, through the EU, CoE and through respective constitutional regimes of their 

member states.19 As Brownsword points out, άƛƴ ŀ ŎƻƳƳǳnity of rights, the discourses of ethics and of 

regulation are regarded as both contiguous and continuous. Debates about the ethics of rights flow 

straight into the regulatory consciousness; and regulatory reflection on rights flows back into ethical 

debatŜΦέ20 

Far from being only a topic of legal philosophy, questions about relations between ethics and law are 

part of the very practical challenges that regulators face when seeking to modify behaviours of actors 

in a given field. As noted perhaps most famously by Lawrence Lessig, affecting behaviour directly by 

law is only one of the options that regulators have at their disposal ς law may also channel behaviour 

indirectly by regulating social norms (as well as by regulating the market or the design of the 

technology itself).21 All four modalities of regulations interact with each other and in practice a 

regulator always uses a mix of direct and indirect strategies.22 Connections between law and social 

norms (and with other modalities) are therefore also a practical problem of a regulator seeking an 

ΨƻǇǘƛƳŀƭ ƳƛȄΩ of the regulatory tools.23  

                                                           
19 Rodrigues, Rowena, Stearns Broadhead et. al., op. cit., 2018, p. 37.  
20 .ǊƻǿƴǎǿƻǊŘΣ wƻƎŜǊΣ άwŜƎǳƭŀǘƛƴƎ ǘƘŜ [ƛŦŜ {ŎƛŜƴŎŜǎΣ tƭǳǊŀƭƛǎƳΣ ŀƴŘ ǘƘŜ [ƛƳƛǘǎ ƻŦ 5ŜƭƛōŜǊŀǘƛǾŜ 5ŜƳƻŎǊŀŎȅέΣ 
Singapore Academy of Law Journal, vol. 22, no. special ed. 2, 2010, p. 818.  
21 Lessig, Lawrence, "The Law of the Horse: What Cyberlaw Might Teach", Harvard Law Review, vol. 113, no. 2, 
1999, pp. 501-546.  
22 Ibid, p. 513 
23 Ibid.  
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The interplay between law and ethics has been a long-standing question in the fields of human genetics 

and genomics. It is also an important issue in the context of HET. As Van Der Burg statesΣ άǘƘŜǊŜ ƛǎ 

ǇǊƻōŀōƭȅ ƴƻ ƻǘƘŜǊ ŦƛŜƭŘ ƛƴ ǿƘƛŎƘ ƭŀǿ ŀƴŘ ŜǘƘƛŎǎ ŀǊŜ ǎƻ ǎǘǊƻƴƎƭȅ ƛƴǘŜǊǘǿƛƴŜŘ ŀǎ ƛƴ ōƛƻƳŜŘƛŎƛƴŜέ24. 

However, it is with reference to AI and robotics that the interrelation between the two domains 

recently has sparked the most heated debate. In the last years, ethical aspects of AI technologies have 

been widely covered in popular debates in media, documents with sets of ethical principles for AI have 

proliferated around the world25 and the industry itself has actively engaged to various degrees with 

the ethics discourse. Commentators have warned that beside many genuine, well-needed and helpful 

concerns and initiatives, in some cases the ethics discourse may be instrumentalised and abused in a 

ǇƘŜƴƻƳŜƴƻƴ ǎƻƳŜǘƛƳŜǎ ǊŜŦŜǊǊŜŘ ŀǎ άŜǘƘƛŎǎ ǿŀǎƘƛƴƎέΦ !ƭǘƘƻǳƎƘ ǘƘŜǊŜ ƛǎ ƴƻ ǎŜǘΣ ǇǊŜŎƛǎŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ 

this term, it is usually used to describe a practice of making specious claims of upholding to ethical 

values in order to lobby for voluntary self-regulation in place of binding norms (or to postpone their 

adoption, to water down a biding regulation or its enforcement).26 It is doubtful whether such soft 

measures would be sufficient, among others due to lack of external accountability and absence of 

effective enforcement mechanisms (including sanctions and redress).27 These doubts are further 

justified by drawing lessons from the history of internet regulation28 and because many actors that 

currently develop and deploy AI have, in the words of Paul Nemitz, άŀƭǊŜŀŘȅ ŘŜƳƻƴǎǘǊŀǘŜŘ ǘƘŀǘ ǘƘŜȅ 

Ŏŀƴƴƻǘ ōŜ ǘǊǳǎǘŜŘ ǘƻ ǇǳǊǎǳŜ ǇǳōƭƛŎ ƛƴǘŜǊŜǎǘ ƻƴ ŀ ƎǊŀƴŘ ǎŎŀƭŜ ǿƛǘƘƻǳǘ ǘƘŜ ƘŀǊŘ ƘŀƴŘ ƻŦ ǘƘŜ ƭŀǿέΦ29  

These abusive instances of co-optation of ethics rhetoric in bad faith by no means should deter from 

continuing genuine ethical work ς both law and ethics have their role in a governance of emerging 

technologies. Ethics may provide guidance that goes beyond what is required by law (it is not possible, 

                                                           
24 ±ŀƴ 5ŜǊ .ǳǊƎΣ ²ƛōǊŜƴΣ ά[ŀǿ ŀƴŘ .ƛƻŜǘƘƛŎǎέ ƛƴ IŜƭƎŀ YǳƘǎŜ ŀƴŘ tŜǘŜǊ {ƛƴƎŜǊ όŜŘǎΦύΣ A Companion to Bioethics, 
2009, Blackwell, Singapore, p. 61.  
25 Fjeld, Jessica, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar, Principled Artificial 
Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles for AI, Berkman Klein 
Center for Internet & Society, Cambridge, 2020. 
26 Wagner, Ben, "Ethics as an escape from regulation: From ethics-washing to ethics-shopping" in Emre 
Bayamliogl, Irina Baraliuc, Liisa Albertha, Wilhelmina Janssens, Mireille Hildebrandt (eds.), Being profiling. 
Cogitas ergo sum, 2018, pp. 1-тΤ aŜǘȊƛƴƎŜǊΣ ¢ƘƻƳŀǎ ά9¦ ƎǳƛŘŜƭƛƴŜǎΥ 9ǘƘƛŎǎ ǿŀǎƘƛƴƎ ƳŀŘŜ ƛƴ 9ǳǊƻǇŜΦέΣ 
Tagesspiegel , 2019,  
https://www.tagesspiegel.de/politik/eu-guidelines-ethics-washing-made-ineurope/24195496.html; Wagner, 
.Ŝƴ ŀƴŘ {ȅƭǾƛŜ 5ŜƭŀŎǊƻƛȄΣ ά/ƻƴǎǘǊǳŎǘƛƴƎ ŀ aǳǘǳŀƭƭȅ {ǳǇǇƻǊǘƛǾŜ LƴǘŜǊŦŀŎŜ ōŜǘǿŜŜƴ 9ǘƘƛŎǎ ŀƴŘ wŜƎǳƭŀǘƛƻƴέΣ 
Corporate Social Responsibility (CSR) eJournal, 2019, http://dx.doi.org/10.2139/ssrn.3404179; Floridi, Luciano, 
ά¢ǊŀƴǎƭŀǘƛƴƎ tǊƛƴŎƛǇƭŜǎ ƛƴǘƻ tǊŀŎǘƛŎŜǎ ƻŦ 5ƛƎƛǘŀƭ 9ǘƘƛŎǎΥ CƛǾŜ wƛǎƪǎ ƻŦ .ŜƛƴƎ ¦ƴŜǘƘƛŎŀƭέΣ Philosophy and 
Technology, vol. 32,2019, pp. 185ς193.  
27 bŜƳƛǘȊΣ tŀǳƭΣ ά/ƻƴǎǘƛǘǳǘƛƻƴŀƭ ŘŜƳƻŎǊŀŎȅ ŀƴŘ ǘŜŎƘƴƻƭƻƎȅ ƛƴ ǘƘŜ ŀƎŜ ƻŦ ŀǊǘƛŦƛŎƛŀƭ ƛƴǘŜƭƭƛƎŜƴŎŜέΣ Philosophical 
Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, vol. 376, no. 2133, 
hŎǘƻōŜǊ нлмуΤ aƛǘǘŜƭǎǘŀŘǘΣ .ǊŜƴǘΣ άtǊƛƴŎƛǇƭŜǎ ŀƭƻƴŜ Ŏŀƴƴƻǘ ƎǳŀǊŀƴǘŜŜ ŜǘƘƛŎŀƭ !LέΣ Nature Machine Intelligence, 
vol. no. 7, 2019. 
28 Black, Julia ŀƴŘ !ƴŘǊŜǿ aǳǊǊŀȅΣ άwŜƎǳƭŀǘƛƴƎ !L ŀƴŘ aŀŎƘƛƴŜ [ŜŀǊƴƛƴƎΥ {ŜǘǘƛƴƎ ǘƘŜ wŜƎǳƭŀǘƻǊȅ 
!ƎŜƴŘŀέΣ European journal of law and technology, vol. 10, 2019.  
29 Nemitz, Paul, op. cit., 2018, p. 8.  
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nor desirable to enshrine in legislation everything that is relevant from ethical perspective30). For 

instance, in the context of responsible research and innovation (RRI), it has been observed ǘƘŀǘ άwwL 

predisposes societal actors to voluntarily assume an early and shared responsibility for research and 

innovation processes beyond merely abiding by duties or complying with rulesέ (emphasis added).31 

άDƻƛƴƎ ōŜȅƻƴŘ ǿƘŀǘ ƛǎ ǊŜǉǳƛǊŜŘ ōȅ ƭŀǿέ ǎƘƻǳƭŘ ƴƻǘ ōŜ ƻƴƭȅ ǳƴŘŜǊǎǘƻƻŘ ŀǎΣ ŦƻǊ ŜȄŀƳǇƭŜΣ ƛƳǇƻǎƛƴƎ Ƴƻre 

demanding obligations (in terms of specific dos and dƻƴΩǘǎύΣ ōǳǘ ŀƭǎƻ ŀǎ providing a broader framework 

for a moral reflection and a deeper understanding of stakes at a given situation.32 Furthermore, ethics 

can also precede law ς frame/inspire or advise its adopting, amending or abolishing. Ethics may also 

help in interpretation of existing law, clarify the content of existing legal norms (especially in 

communities that are constitutionally founded upon the commitment to human rights, democracy and 

the rule of law). 

Our concern in this report is primarily with the opposite direction of this interrelation, that is: how 

legal frameworks may support ethical guidelines. In Brey et al., three general ways in which policies 

and law can relate to ethical criteria were identified: ǘƘŜȅ Ŏŀƴ άexplicitly institute, promote or require 

ethics guidelines, procedures, or bodies; they can have a focus on upholding certain moral values or 

principles without explicitly identifying them as ethical (e.g., well-being, privacy, fairness, 

sustainability, civil rights); and they either explicitly or implicitly take on board ethical considerations 

ƛƴ ōǊƻŀŘŜǊ ǎƻŎƛŀƭ ŀƴŘ ŜŎƻƴƻƳƛŎ ǇƻƭƛŎƛŜǎέ 33. These three ways will be shortly elaborated below. 

1. Law explicitly instituting, promoting or requiring ethics guidelines, procedures, or bodies 

Explicit references to ethics is not the most common of the three identified measures, but its role is 

increasing at the national and EU levels, especially since the 1990s.34 This trend has been sometimes 

ŘŜǎŎǊƛōŜŘ ŀǎ άŜǘƘƛŎŀƭƛȊŀǘƛƻƴέ ƻŦ ƭŀǿ35 ƻǊ άƛƴǎǘƛǘǳǘƛƻƴŀƭƛȊŀǘƛƻƴ ƻŦ ŜǘƘƛŎǎέΦ36 As Markus Frischhut noticed, 

                                                           
30 Data Ethics Commission of the Federal Government, Opinion of the Data Ethics, Berlin, 2019, pp.41-41; Van 
Der Burg, Wibren, op. cit., 2009, p. 63. 
31 !ǊƴŀƭŘƛΣ {ƛƳƻƴŜΣ DǳƛŘƻ DƻǊƎƻƴƛΣ 9ƭŜƴŀ tŀǊƛƻǘǘƛΣ άwŜǎǇƻƴǎƛōƭŜ ǊŜǎŜŀǊŎƘ ŀƴŘ ƛƴƴƻǾŀǘƛƻƴ ōŜǘǿŜŜƴ άbŜǿ 
DƻǾŜǊƴŀƴŎŜέ ŀƴŘ ŦǳƴŘŀƳŜƴǘŀƭ ǊƛƎƘǘǎέ ƛƴ wƻōŜǊǘ DƛŀƴƴƛΣ WƻƘƴ tŜŀǊǎƻƴΣ .ŜǊƴŀǊŘ wŜōŜr (eds.), Responsible 
Research and Innovation From Concepts to Practices, Routledge, Abingdon, 2019, p. 159.  
32 hƴ ŜǘƘƛŎŀƭ ƎǳƛŘŜƭƛƴŜǎ ǘƘŀǘ Řƻ ƴƻǘ ƘŀǾŜ ŀ ǇǳǊǇƻǎŜ ǘƻ άǇǊŜǎŎǊƛōŜ ǎǇŜŎƛŦƛŎ ŘƻΩǎ ŀƴŘ ŘƻƴΩǘǎέΣ ōǳǘ ǊŀǘƘŜǊ ǎŜǊǾŜ ŀǎ 
ŀƴ άƛƴǾƛǘŀǘƛƻƴ ǘƻ ƳƻǊŀƭ ǊŜŦƭŜŎǘƛƻƴ ƻǊ ǎǘŀƪŜƘƻƭŘŜǊ ŜƴƎŀƎŜƳŜƴǘ ŎƻƴŎŜǊƴƛƴƎ ƳƻǊŀƭƭȅ ŎƻƴǘǊƻǾŜǊǎƛŀƭ ǘƻǇƛŎǎέΣ ǎŜŜ 
Brey, Philip et al., op. cit., 2020, pp. 10-11; for further discussion of this point in the context of new 
ǘŜŎƘƴƻƭƻƎƛŜǎΣ ǎŜŜ ŀƭǎƻΥ .ƛŜǘǘƛΣ 9ƭŜǘǘǊŀΣ άCǊƻƳ ŜǘƘƛŎǎ ǿŀǎƘƛƴƎ ǘƻ ŜǘƘƛŎǎ ōŀǎƘing: a view on tech ethics from within 
ƳƻǊŀƭ ǇƘƛƭƻǎƻǇƘȅέΣ ƛƴ Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency (FAT* 
Ωнл), New York Association for Computing Machinery, 2020. 
33 Brey, Philip et al., op. cit., 2020, p. 22. Although the cited report relates to AI and robotics, these remarks are 
also valid for other fields.  
34 Frischhut, Markus, The Ethical Spirit of EU Law, Springer, Cham, 2019, pp. 1-3.  
35 Ibid.Τ ²ƛƭƳǎΣ Iŀƴǎ /ƘǊƛǎǘƛŀƴΣ ά¢ƘŜ !ǎǎǳƳǇǘƛƻƴ ƻŦ {ŎƛŜƴǘƛŦƛŎ wŜǎǇƻƴǎƛōƛƭƛǘy by Ethical Codes ς An European 
5ƛƭŜƳƳŀ ƻŦ CǳƴŘŀƳŜƴǘŀƭ wƛƎƘǘǎέ ƛƴΥ WŜǊƻŜƴ Ǿŀƴ ŘŜƴ IƻǾŜƴΣ bŜŜƭƪŜ 5ƻƻǊƴΣ ¢ǎƧŀƭƭƛƴƎ {ǿƛŜǊǎǘǊŀΣ .ŜǊǘ-Jaap Koops, 
Henny Romijnf (eds.) Responsible Innovation 1, Springer, Dordrecht, 2014, p. 94.  
36 ¢ŀƭƭŀŎŎƘƛƴƛΣ aŀǊƛŀŎƘƛŀǊŀΣ άDƻǾŜǊƴƛƴƎ ōȅ ±ŀƭǳŜǎΦ 9¦ 9ǘƘƛŎǎΥ {ƻŦǘ ¢ƻƻƭΣ IŀǊŘ 9ŦŦŜŎǘǎέ, Minerva, vol. 47, 2009, pp. 
281-олΤ wǳƎƎƛǳΣ 5ŀƴƛŜƭŜΣ ά! wƛƎƘǘǎ-Based Model of Governance: The Case of Human Enhancement and the Role 
ƻŦ 9ǘƘƛŎǎ ƛƴ 9ǳǊƻǇŜέΣ ƛƴ YƻǊƴŜƭƛŀ YƻƴǊŀŘΣ /ƘǊƛǎǘƻǇƘŜǊ /ƻŜƴŜƴΣ !ƴƴŜ 5ƛƧƪǎǘǊŀΣ /ƻƭƛƴ aƛƭōǳǊƴ ŀƴŘ IŀǊǊƻ Ǿŀƴ [ŜƴǘŜ 
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such an explicit referencing may occur in a number of ways, including the following: (1) ethics can serve 

as a supportive argument (e.g., in a Directive Recital); (2) law can institute an ethics committee (or a 

similar body) or require an ethical review to be conducted by such a body; (3) law may introduce an 

ethical code of conduct (or other ethical guidelines), encourage adoption of them or refer to existing 

ones (e.g., require adherence to it in public funded projects); (4) ethical criteria may be incorporated 

in legislation, as part of legal obligations or prohibitions, with content determined in the relevant 

document itself or left as a broad, undetermined clause.37 

2. Law focussing on upholding certain moral values or principles without explicitly identifying 

them as ethical 

This category includes an enormously broad range of legislative measures (although it would be wrong 

to assume that it covers law as whole ς there are provisions adopted more on pragmatic grounds, 

without an ethical purpose, at least in focus). Human rights legislation ŀǎ ŀ άƴƻǊƳŀǘƛǾŜ ŀƴŎƘƻǊ Ǉƻƛƴǘέ 

of legal frameworks in Europe, 38 constitutes a crucial type here, but relevant examples include also 

health and safety frameworks (product, occupational and others), anti-discrimination legislation, data 

protection, consumer protection, environment law and many, many others.  

3. Law explicitly or implicitly taking on board ethical considerations in broader social and 

economic policies  

These more indirect regulatory actions may be particularly relevant where wider social or economic 

issues are either underlying sources of other ethical concerns or constitute their broader 

consequences. For instance, the issue of algorithmic discrimination may be addressed by requiring the 

use of data sets that are sufficiently representative,39 and by wider social and economic policies that 

may affect systemic roots of marginalization and oppression.40 Similarly, privacy concerns may be 

addressed not only by general privacy protection requirements and data protection framework and 

                                                           
(eds.), Shaping Emerging Technologies: Governance, Innovation, Discourse, IOS Press / AKA, Berlin, 2013, p. 
104.  
37 Frischhut, Markus, op. cit., 2019, pp. 64-79. Markus Frischhut analyses EU law using 8 categories that have 
been partly modified in this report to adapt them for the discussed context, for instances the category 
άǊŜŦŜǊŜƴŎŜǎ ƻƴƭȅ ŀǎ ŀƴ ŀǊƎǳƳŜƴǘ ŀƎŀƛƴǎǘ ƛƴǘŜǊŦŜǊŜƴŎŜ ŦǊƻƳ ǘƘŜ 9¦έ ǿŀǎ ƻƳƛǘǘŜŘ ƘŜǊŜΣ ǿƘƛƭŜ ǎƻƳŜ ƻǘƘŜǊ 
categories were joined for simplification.  
38 wǳƎƎƛǳΣ 5ŀƴƛŜƭŜΣ ά!ƴŎƘƻǊƛƴƎ 9ǳǊƻǇŜŀƴ DƻǾŜǊƴŀƴŎŜΥ ¢ǿƻ ǾŜǊǎƛƻƴǎ ƻŦ wŜǎǇƻƴǎƛōƭŜ Research and Innovation 
ŀƴŘ 9¦ CǳƴŘŀƳŜƴǘŀƭ wƛƎƘǘǎ ŀǎ ΨbƻǊƳŀǘƛǾŜ !ƴŎƘƻǊ tƻƛƴǘǎέΣ Nanoethics, vol.9, no. 3, 2015 pp. 217ς235; 
{ŎƘƻƳōŜǊƎΣ wŜƴŜΣ ά¢ƘŜ vǳŜǎǘ ŦƻǊ ǘƘŜ ΨwƛƎƘǘΩ LƳǇŀŎǘǎ ƻŦ {ŎƛŜƴŎŜ ŀƴŘ ¢ŜŎƘƴƻƭƻƎȅΥ ! CǊŀƳŜǿƻǊƪ ŦƻǊ wŜǎǇƻƴǎƛōƭŜ 
wŜǎŜŀǊŎƘ ŀƴŘ LƴƴƻǾŀǘƛƻƴέ, in Jeroen van den Hoven, Neelke Doorn, Tsjalling Swierstra, Bert-Jaap Koops, Henny 
Romijnf (eds.), Responsible Innovation 1, Springer, Dordrecht, 2014, pp. 33-53; Leenes, Ronald, Erica Palmerini, 
Bert-Jaap Koops, Andrea Bertolini, Pericle Salvini, and Federica Lucivero, "Regulatory challenges of robotics: 
some guidelines for addressing legal and ethical issues", Law, Innovation and Technology, vol. 9, no. 1, 2017, 
p.30. 
39 European Commission, White paper On Artificial Intelligence - A European approach to excellence and trust, 
COM(2020) 65, February 2020, p. 19. 
40 DŀƴƎŀŘƘŀǊŀƴΣ {ŜŜǘŀ tŜƷŀΣ WťŘǊȊŜƧ bƛƪƭŀǎΣ ά5ŜŎŜƴǘŜǊƛƴƎ ǘŜŎƘƴƻƭƻgy in discourse on discrimination, 
LƴŦƻǊƳŀǘƛƻƴέΣ Communication & Society, vol.22, no. 7, 2019, pp. 882-899. 

https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
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online privacy legislation, but also indirectly through competition law confronting the dominant 

market position of technological giants (e.g. restricting dominant market players access to datasets).41  

Whichever combination of the three ways of relating to ethical guidelines a policymaker chooses, two 

further distinctions need to be taken into account.  

First, a regulator has a number of types of tools of governance at their disposal in all of the three 

outlined cases. These types of tools are often presented in form of a pyramid or a scale, starting with 

ŀƭƭƻǿƛƴƎ ŀ ΨǇǳǊŜΩ ǎŜƭŦ-regulation as a baseline (e.g., self-regulation by a company or an industry), 

continuing with many facets of co-regulation (different forms of interactions between public and non-

public actors in a governance framework), up to a command and control regulation42 with different 

sanctions.43  

Secondly, adopting new legal instruments (even understood broadly, including amendments, 

delegated acts, etc.) is not the only possible action of a regulator ς it is also crucial to consider relying 

on the existing legal frameworks, with their appropriate implementation or enforcement. Therefore, 

in many cases, a key step for a regulator is it to evaluate the regulation already in place, in order to 

assess whether there is indeed a regulatory gap or rather a given issue may be addressed by existing 

general principles, a broader uptake of a legal instrument or by its improved enforcement. This is 

especially important in the area of new technologies, where there is a particular risk of what Leenes 

describes as a ΨŦƭŀǿŜŘ ƭŀǿ ǎȅƴŘǊƻƳŜΩ ς a tendency to jump too quickly to conclusion that with a new 

technology, the current legal framework are obsolete and there is a need for a new law.44 The problem 

is not only that following this type of reasoning may lead to unnecessary efforts ς it may also open 

door for a regulatory capture by industry actors lobbying for a special, more favourable treatment, 

ƛƴǎǘŜŀŘ ƻŦ ŀ ΨǎǘŀƴŘŀǊŘΩ ŜƴŦƻǊŎŜƳŜƴǘ ƻŦ ǘƘŜ existing legislation.45 

The following chapters of the report present recommendations that include a broad range of the above 

outlined types of regulatory dimensions, tools and actions: explicit references to ethical frameworks, 

non-explicit legal changes with a focus of upholding to ethical values, broader economic or social 

                                                           
41 ±ŜȊȊƻǎƻΣ {ƛƳƻƴŜǘǘŀΣ ά!ƭƭ ƘŀǇǇȅ ŦŀƳƛƭƛŜǎ ŀǊŜŀ ŀƭƛƪŜΥ ¢ƘŜ 95t{Ω ōǊƛŘƎŜǎ ōŜǘǿŜŜƴ ŎƻƳǇŜǘƛǘƛƻƴ ŀƴŘ ǇǊƛǾŀŎȅέΣ 
Market and Competition Law Review, vol. 4, no. 1, 2020, pp. 41-67. 
42 Ψ/ƻƳƳŀƴŘ ŀƴŘ ŎƻƴǘǊƻƭΩ ǊŜƎǳƭŀǘƛƻƴ ƛǎ ŀ ǘǊŀŘƛǘƛƻƴŀƭΣ ǘƻǇ-down form of regulation, defined by Julia Black as 
άwŜƎǳƭŀǘƛƻƴ ōȅ ǘƘŜ ǎǘŀǘŜ ǘƘǊƻǳƎƘ ǘƘŜ ǳǎŜ ƻŦ ƭŜƎŀƭ ǊǳƭŜǎ ōŀŎƪŜŘ ōȅ όƻŦǘŜƴ ŎǊƛƳƛƴŀƭύ ǎŀƴŎǘƛƻƴǎέΣ .ƭŀŎƪΣ WǳƭƛŀΣ 
ά/ǊƛǘƛŎŀƭ ǊŜŦƭŜŎǘƛƻƴǎ ƻƴ ǊŜƎǳƭŀǘƛƻƴέΣ Australian Journal of Legal Philosophy, vol. 27, no. 1, 2002, p. 2. According 
ǘƻ wƻōŜǊǘ .ŀƭŘǿƛƴΣ aŀǊǘƛƴ /ŀǾŜ ŀƴŘ aŀǊǘƛƴ [ƻŘƎŜΣ άǘƘŜ ŜǎǎŜƴŎŜ ƻŦ ŎƻƳƳŀƴŘ ŀƴŘ ŎƻƴǘǊƻƭ ό/ ϧ /ύ ǊŜƎǳƭŀǘƛƻƴ ƛǎ 
the exercise of influence by imposing standards ōŀŎƪŜŘ ōȅ ŎǊƛƳƛƴŀƭ ǎŀƴŎǘƛƻƴǎέΣ .ŀƭŘǿƛƴΣ wƻōŜǊǘΣ aŀǊǘƛƴ /ŀǾŜΣ 
Martin Lodge, Understanding Regulation. Theory, Strategy, and Practice, Oxford University Press, 2012, p. 106. 
43 Ayres, Ian, John Braithwaite, Responsive Regulation: Transcending the Deregulation, Oxford University Press, 
Oxford, 1992; Cave, Jonathan, Chris Marsden, and Steve Simmons, Options for and Effectiveness of Internet 
Self- and Co-Regulation, Santa Monica, RAND Corporation, 2008, 
https://www.rand.org/pubs/technical_reports/TR566.html 
44 LeŜƴŜǎΣ wƻƴŀƭŘΣ άwŜƎǳƭŀǘƛƴƎ bŜǿ ¢ŜŎƘƴƻƭƻƎƛŜǎ ƛƴ ¢ƛƳŜǎ ƻŦ /ƘŀƴƎŜέ ƛƴ wŜƛƴǎΣ [ŜƻƴƛŜ όŜŘΦύΣ Regulating New 
Technologies in Uncertain Times Regulating New Technologies in Uncertain Times, Springer, The Hague, 2019, 
p. 6.  
45 Ibid.  
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policies, co-regulation and command-and-control regulation, as well as adopting new legal 

instruments and evaluating the existing frameworks and improving their enforcement.  

3. Enhancing the legal frameworks for human genetics 

and genomics  

3.1. Introduction 

3.1.1 Background and purpose 

As part of SIENNA work on ethical, legal and social issues (ELSI) in human genomics,46 in 2018-2019 the 

legal requirements relevant for human (genetics and) genomics in and outside the EU were examined. 

Key findings were presented in Deliverable 2.2 (D2.2).47 Based on those findings, further work that has 

been carried out within SIENNA Work Package 2,48 as well as key legal, policy and scholarly 

developments in the field, this chapter presents potential changes that are needed in the existing legal 

frameworks at the international, EU and national level that might be necessary or desirable to create 

an environment in which SIENNA proposals for ethical and human-rights respectful human genetics 

and genomics applications (i.e., Human Genetics and Genomics Code, Task 5.2) could be implemented 

most effectively. 

3.1.2 Approach and delimitations 

Our proposals are informed by the following key considerations: 

- The aspiration to further the right to enjoy the benefits of scientific progress and its 

applications as outlined in Article 15(1)(b) of the International Covenant on Economic, Social 

and Cultural Rights (ICESCR)49 and in a different wording affirmed in Article 27(1) of the 

Universal Declaration of Human Rights (UDHR), hereinafter jointly referred to as Ψthe right to 

scienceΩΤ  

- ¢ƘŜ 9¦Ωǎ ƛƴǘŜǊŜǎǘ ƛƴ ǎǘǊŜƴƎǘƘŜƴƛƴƎ ǘƘŜ 9ǳǊƻǇŜŀƴ wŜǎŜŀǊŎƘ !ǊŜŀ ǳƴŘŜǊ !ǊǘƛŎƭŜ мтс of the Treaty 

on the Functioning of the European Union (TFEU) and research as a ƳŜŀƴǎ ǘƻ ŦǳǊǘƘŜǊ 9¦Ωǎ 

global competitiveness, whilst ensuring adequate protection to human rights (in accordance 

with Article 51, Charter of Fundamental Rights of the European Union, CFREU) and high level 

of human health (in accordance with Article 168(1) TFEU) in respective policies. 

                                                           
46 https://www.sienna-project.eu/genomics/legal-aspects/ 
47 Slokenberga, Santa et al., SIENNA D2.2 Analysis of the legal and human rights requirements for genomics in 
and outside the EU, 2019, 
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5c2e1586f&ap
pId=PPGMS. 
48 https://www.sienna-project.eu/genomics/  
49 E.g. Committee on Economic, Social and Cultural Rights, General Comment No. 25 (2020) on Science and 
Economic, Social and Cultural Rights (article 15 (1) (b), (2), (3) and (4) of the International Covenant on 
Economic, Social and Cultural Rights), E/C.12/2020/1. 

https://www.sienna-project.eu/genomics/legal-aspects/
https://www.sienna-project.eu/genomics/


741716 ς SIENNA ς D5.6  

Deliverable report  

 

21 
 
 

 

 

In developing the SIENNA proposals for human genetics and genomics at the international level, we 

focussed exclusively on two international legal orders, the UN and its agencies (UNESCO and WHO), as 

well as the CoE, and the competencies enshrined in the treaties and declarations under which bodies 

established in these legal orders operate. However, in so far as the proposals relate to commonly 

shared human rights, they are of relevance to other human rights legal orders that have been at the 

core of SIENNA work in D2.2 (in particular ASEAN, AU, OAS), and could also inform the work of OECD. 

Likewise, proposals that are for the national levels could be of relevance to the EU Member States and 

third countries alike. Although other stakeholders, such as professional organisations and civil society 

has not been the focus of this task, their engagement is crucial for the implementation of the SIENNA 

proposals. 

In our analysis for human genetics and genomics technologies (HGGT), due to the delimitations of 

previous SIENNA WP 2 tasks we have not focused on questions relating to intellectual property. 

However, a greater understanding of how intellectual property interplays with the right to science is 

necessary. We cannot exclude that it could have bearing on SIENNA proposals. 

The proposals presented in this document are based on the principles that steer potential changes and 

are developed in collaboration with SIENNA Task 5.2 (responsible for developing Human Genetics and 

Genomics Code). The proposals have been developed in consultation with experts and stakeholders 

who participated in the SIENNA webinar on 17 June 2020 (for details see section 1.2 in this report). 

Key points that were discussed in the webinar and subsequent email correspondence include: 

- Enhancing research in the fields relevant for HGGT; 

- Account for the low and medium-income countries; 

- /ƻƴǎƛŘŜǊƛƴƎ ǿƘŜǘƘŜǊ άright to genetic dataέ ŀƭǎƻ ŜȄǘŜƴŘǎ ǘƻ ƻǘƘŜǊ ƻƳƛŎǎ ŘŀǘŀΤ 

- Rights of relatives to access genetic data about another person; 

- Protection of integrity and dignity in light of the scientific advances; 

- Public participation. 

Following the webinar minor changes have been made, except for the proposal relating to the right to 

gen(omic) data which was re-conceptualized and re-targeted to include not only the international level 

but also the EU level. 

3.2 Principles that steer potential changes 

 

The area of human genetics and genomics is already extensively regulated through hard and soft law 

measures. Additionally, professional organizations have adopted standards, consensus positions, and 

other documents that seek to shape professional activities relating to research and application of 

HGGT. Nonetheless, as SIENNA WP2 has shown, gaps in the current frameworks also emerge.50 

SIENNA proposals for ethical and human-rights respectful HGGT applications do not require an 

immediate introduction of conceptually new international human rights or fundamental rights in the 

EU legal order. However, in D2.2 we have identified an emerging trend that could necessitate such a 

                                                           
50 See Slokenberga, Santa et al., op. cit., 2019, chapter 7 and 8.  
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right (right to gen(omic) data),51 that has such rights as the right to science, right to health and 

prohibition of stigmatization and discrimination, as well as the right to education as its inherent 

elements. Likewise, it triggers the protection of privacy and integrity and mandates accounting for the 

familial nature of this information.52 

 

Aside from the proposal regarding the right to gen(omic) data, which requires introducing a 

conceptually new right and is an aspiration that could be fulfilled in a long-term, SIENNA proposals rest 

on the following pillars: 

1) Existing human rights as a starting point in shaping legal responses to new and emerging HGGT, 
e.g., for safeguarding the rights of individuals and protecting from unethical and illegal 
scientific experimentation as well as for creating a framework and preconditions for furthering 
the right to enjoy the benefits of scientific progress and its applications;53 

2) A necessity for effective regulatory responses to new and emerging HGGT, including for non-
health application; 

3) Ethics as an integral and continuous reflective part of the conduct of science and clinical 
practice; 

4) The necessity to carry out continuous work on the interplay of scientific advances, ethics and 
human rights;54 

5) Enhanced research and development in the field, achieved through ensuring the necessary 
preconditions for furthering research and innovation and reducing regulatory hurdles and 
unnecessary fragmentation; 

6) Consolidation and, in so far as possible, alignment of rules, in order to reduce fragmentation, 
provide clarity, application of better regulation principles and the like, including adequate 
engagement and dialogue with the stakeholders, including members of the society;55 

7) The necessity for awareness, accounting for globalization and health tourism, and aspiration 
to overcome regulatory fragmentation;56 

8) The necessity to ensure that benefits from advances in human genetics and genomics are 
made available to all.57 

                                                           
51 As personalized medicine advances, SIENNA researchers have identified that this right could become a means 
to further the right to the highest attainable standard of health. This relates to earlier discussions of genetic 
passports/passes, see e.g. Baranov, Vladislav S., Baranova E.V., Ivaschenko T.E., Aseev M.V, Human Genome 
and Predisposition Genes. Introduction into Predictive Medicine, Intermedica, Saint-Petersburg, 2000, p. 63, 
ƭŀǘŜǊ ŀƭǎƻ .ŀǊŀƴƻǾΣ ±ƭŀŘƛǎƭŀǾ {ΦΣ άDŜƴƻƳŜ ǇŀǘƘǎΥ ŀ ǿŀȅ ǘƻ ǇŜǊǎƻƴŀƭƛȊŜŘ ŀƴŘ ǇǊŜŘƛŎǘƛǾŜ ƳŜŘƛŎƛƴŜέΣ Acta Naturae, 
ǾƻƭΦ м ƴƻΦ оΣ нллфΣ ǇǇΦ тлπулΦ 5ŀǾƛŘ ²Φ ²ƻƻŘ Ƙŀǎ ǎǳƎƎŜǎǘŜŘ ŜȄǇŀƴŘƛƴƎ ƎŜƴƻƳƛŎ Řŀǘŀ ǘƻ ƻƳƛŎ ŘŀǘŀΦ 
52 One webinar participant has drawn attention to the UK case law in the field and importance, should proposal 
for the human right to (gen)omic data be furthered. See English High Court decision in ABC v St Georges Health 
Trust (2020). 
53 As experts and stakeholders have highlighted and in line with conclusions of SIENNA 2.7, considerable ethical 
dilemmas in accessing early and/or controversial treatments for potential individual or specific patient group 
benefit. 
54 SIENNA HGGT webinar participants raised this point. 
55 SIENNA HGGT webinar participants, including David W. Wood raised this point. 
56 SIENNA HGGT webinar participants raised this point. 
57 SIENNA HGGT webinar participants raised this point. 
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3.3 International level changes 

 
The UN and its agencies as well as the CoE have made several notable contributions in responding to 
the challenges that genetic and genomic technologies present to human rights. However, in SIENNA 
D2.2 we identified several gaps that could become hurdles in uptake and effective implementation of 
SIENNA proposals for ethical and human-rights respectful HGGT applications.  

At the core of SIENNA proposals for HGGT the international level are the following key considerations.  

- An international treaty58 that addresses inter alia data sharing for scientific research and 

human genome modification, as well as introduces a right to (gen)omic information. 

Introduction of a new right requires considerable agreement about the purpose, content 

obligations as well as implications, and might face different hurdles than questions of data 

sharing and genome modification. Stakeholders have argued that more effective regulation 

could be achieved through a bottom-up approach and a better dialogue with the stakeholders, 

including society.59 

- Each legal order and actor therein that have adopted several hard or soft law instruments 

relevant to the area of human genetics and genomics should review whether the respective 

instruments are comprehensive enough and appropriate to tackle present-day challenges that 

scientific advances present, as well as whether and to what extent they are responsive to 

emerging technologies, and whether they have adequate oversight and enforcement 

mechanisms. This requires ensuring availability of adequate scientific/technical expertise. 

While at the principle level, these frameworks often are comprehensive, their responsiveness 

to the new and emerging technologies has appeared to be limited.60 Where possible, any 

revision of these instruments should consider more effective regulation and elimination of 

unnecessary fragmentation.  

- Through interpretative avenues, guidance shall be provided on how the existing human rights 

tackle challenges that new and emerging HGGT present, including such considerations as 

altering the content of the right to the highest attainable standard of health, impact on 

integrity, and dignity.61 

- Where relevant, external accountability of national legal orders should be requested in 

complying with their obligations, e.g., through established reporting systems. This requires 

introducing questions relating to HGGT and human rights in compliance reviews. 

                                                           
58 See in that regard also a call from International Bioethics Committee on a treaty for genome editing, see 
UNESCO International Bioethics Committee (IBC), Report of the IBC on Updating Its Reflection on the Human 
Genome and Human Rights, SHS/YES/IBC-22/15/2 REV.2, Paris 2015. 
59 This includes considerations shared by stakeholders in the SIENNA HGGT webinar, including those made by 
David W. Wood. 
60 In that regard, see also UNESCO International Bioethics Committee (IBC), Report of the IBC on Updating Its 
Reflection on the Human Genome and Human Rights, SHS/YES/IBC-22/15/2 REV.2, Paris 2015. 
61 This includes considerations shared by stakeholders in the SIENNA webinar, including, those made by David 
W. Wood. 
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- Avenues to further the right to enjoy the benefits of scientific progress and its applications in 

human genetics and genomics should be established and explicitly linked to other rights; 

knowledge should be furthered and made available. 

TƘŜ ǘŀōƭŜ ōŜƭƻǿΣ άLƴǘŜǊƴŀǘƛƻƴŀƭ ƭŜǾŜƭ ǇƻǘŜƴǘƛŀƭ ŎƘŀƴƎŜǎΣ ŀŎǘƛƻƴǎΣ ŀƴŘ ŎƘŀƭƭŜƴƎŜǎ for HGGTέ ǇǊŜǎŜƴǘǎ 
the changes that are necessary/desired for creating a platform in which SIENNA proposals can 
effectively be operationalised, specifies the action that is required and assigns responsibility and 
priority level, as well as identifies potential challenges (obstacles or hurdles) that could hinder the 
proposed changes. The change implementation challenges are not exhaustive; they should be 
perceived as examples of potential obstacles or hurdles. 

 

Necessary/ 
desired 
legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

Strengthen 
compliance 

Address human rights 
challenges relating to 
human genetics and 
genomics in the 
interpretation of 
existing human rights 
instruments (General 
Comments, 
statements, treaty 
follow-ups, and 
recommendations to 
the sates) 

UN Treaty 
monitoring 
bodies (e.g. 
HRC; CESCR; 
CAT; CRPD; 
CRC). 

CoE (Secretary 
General, 
Parliamentary 
Assembly, 
Committee of 
Ministers, 
CTP, ECSR) 

1  Lack of expertise/ awareness of genetics 
issues. 
Getting consensus on core issues to 
address; getting consensus on joint 
interpretation and thereby position on 
the issue. 
Political will, internal priorities and 
resources. 

Further 
uptake 

Continue promoting 
uptake of the existing 
instruments specifically 
addressing human 
genetics and genomics 

UNESCO 

IBC (UNESCO) 

IGBC 
(UNESCO) 

CoE 
(Parliamentar
y Assembly, 
Committee of 
Ministers) 

1 Political will, internal priorities, 
resources. Reluctance to engage by the 
national legal orders and civil society. 

Disseminat
e 
knowledge 

Continue to provide 
interpretative guidance 
regarding how existing 
frameworks respond to 
new and emerging 
HGGT 

UNESCO 

IBC (UNESCO) 

1 Political will, internal priorities and pre-
set procedures, resources, expertise. 
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Necessary/ 
desired 
legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

IGBC 
(UNESCO) 

CoE (DH-BIO, 
Parliamentary 
Assembly, 
Committee of 
Ministers, 
CTP, ECSR) 

Enhance 
the right 
to science 
in human 
genetics 
and 
genomics 

Greater emphasis in 
explaining the right to 
science needs to be 
placed on new and 
emerging HGGT, 
without precluding a 
joint action on new 
and emerging 
technologies. In 
overseeing compliance 
with the ICESCR, 
particular attention on 
this right and HGGT 
need to be given 

CESCR 1 General comment on the right to science 
has recently been adopted. Concerns 
over HGGT had been raised inter alia by 
the members of SIENNA consortium,62 
but the final version addresses HGGT only 
vaguely.63 The reasons for doing that, as 
well as internal priorities, will, and 
resources, as well as the overall nature of 
the general comments could hinder 
addressing them expressly. 
 

Enhance 
human 
rights 
framewor
ks to 
address 
challenges 
that HGGT 
presents 

Adopt a human rights 
treaty for human 
genetics and genomics 
(either separately or as 
part of a re-regulation 
strategy).  

Key areas focus 
genomic data and 
scientific research, 
genome 
modifications), right to 
(gen)omic data, and 

UN General 
Assembly 

1 Different approaches to fundamental 
questions at the core of challenges that 
HGGT presents and valid arguments to 
retain the differences; time and other 
resource constraints; adding to already 
complicated HGGT governance and 
human rights landscape. 

Proposals touch upon civil and political, 
as well as social/economic/cultural rights. 
The full realization of the right to 
genomic data could demand resources. 

                                                           
62 See Submission of Scholars in Biomedicine at Swedish Universities, 5 October 2018, 
https://www.ohchr.org/Documents/HRBodies/CESCR/Discussions/2018/SwedishsScholars.pdf. See also a 
follow-up Draft General Comment on Article 15, Recommendations to the Committee on Economic, Social and 
Cultural Rights from scholars in medical law and bioethics from Swedish universities, 
https://www.ohchr.org/Documents/HRBodies/CESCR/Discussions/2020/DGC_Science/MedicalLawBioethicsSch
olarsSweden.pdf. 
63 Committee on Economic, Social and Cultural Rights, General Comment No. 25 (2020) on Science and 
Economic, Social and Cultural Rights (article 15 (1) (b), (2), (3) and (4) of the International Covenant on 
Economic, Social and Cultural Rights), E/C.12/2020/1. 

https://www.ohchr.org/Documents/HRBodies/CESCR/Discussions/2018/SwedishsScholars.pdf
https://www.ohchr.org/Documents/HRBodies/CESCR/Discussions/2020/DGC_Science/MedicalLawBioethicsScholarsSweden.pdf
https://www.ohchr.org/Documents/HRBodies/CESCR/Discussions/2020/DGC_Science/MedicalLawBioethicsScholarsSweden.pdf
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Necessary/ 
desired 
legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

associated rights (incl. 
prohibition of 
discrimination, right to 
health, right to 
education) 

Enhance 
dialogues 

Revisit the 
effectiveness and 
implementation of 
strategies to consult 
stakeholders, including 
the public, for any new 
proposals 

UNESCO, UN 
Treaty 
monitoring 
bodies (e.g. 
HRC; CESCR; 
CAT; CRPD; 
CRC). 

CoE (Secretary 
General, 
Parliamentary 
Assembly, 
Committee of 
Ministers, DH-
Bio)64 

2 Political will, resources. 

Enhance 
the right 
to science 
in human 
genomics 

Review such rights as 
the right to the highest 
attainable standard, 
continued legitimacy of 
the existing restrictions 
on the use of 
technology and 
implications relating to 
any potential changes 

UNESCO 

CoE  

3 Political will, difficulty to reach 
agreement on sensitive issues. 

Enhance 
human 
rights 
framewor
ks to 
address 
challenges 
that HGGT 
presents 

Consolidate existing 
regulatory instruments 

UNESCO 

CoE 

3 Prima facie functionality of the already 
adopted approaches; sentimental value 
of the existing instruments, lack of 
political will to re-regulate the area. 

Enhance 
the right 

Set up mechanisms 
that further research 

WHO (Health 
Assembly, 

4 Political will, internal priorities, 
resources. 

                                                           
64 Arguably, the most recent document in that regard is the Committee on Bioethics 
(DH-BIO), Guide to Public Debate on Human Rights and Biomedicine, Strasbourg, 12.03.2020. 
https://rm.coe.int/inf-2018-11-guide-deb-with-appendix-final-e/16809ce63c. See Lwoff, LaurenceΣ άbŜǿ 
¢ŜŎƘƴƻƭƻƎƛŜǎΣ bŜǿ /ƘŀƭƭŜƴƎŜǎ ŦƻǊ IǳƳŀƴ wƛƎƘǘǎΚ ¢ƘŜ ²ƻǊƪ ƻŦ ǘƘŜ /ƻǳƴŎƛƭ ƻŦ 9ǳǊƻǇŜέΣ European Journal of 
Health Law, vol. 27, no. 3, 2020, pp 335-344. 

https://rm.coe.int/inf-2018-11-guide-deb-with-appendix-final-e/16809ce63c
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Necessary/ 
desired 
legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

to science 
in human 
genomics 

and ensure ethical 
oversight of HGGT at 
all stages 

Executive 
Board, 
Secretariat) 

Table 3: International level potential changes, actions, and challenges for HGGT 

 

3.4 EU level changes 

 

Several of the EU secondary law frameworks apply to HGGT, as well as fundamental rights protection 
mechanisms in so far as HGGT are regulated under the EU law. Key secondary laws65 are in the areas 
of clinical trials and advanced therapy medicinal products (gene therapy), data protection (genetic 
data), in vitro diagnostic medical devices (genetic, genomic analysis), medical devices (e.g., ultrasound 
technology). However, their capability to respond to challenges that the HGGT present is constrained 
to the existing contexts in which these legal instruments operate and their object and purpose, and 
the legal basis on which they were adopted. In our work, several gaps have been identified that could 
become hurdles in uptake and effective implementation of SIENNA proposals for ethical and human-
rights respectful HGGT applications. 

As a result of our analysis, we have found that different legal frameworks pose different challenges. 
While, e.g., medical devices framework shows a greater capability of dealing with non-medical 
applications, the same cannot be said about in vitro diagnostic medical devices.  

There are several ways in which challenges relating to HGGT could be addressed at the EU-level. 
SIENNA proposals rest on the following strategic approaches, which could have a complementary 
effect. 

- Interpretation avenue. The current gaps (and risks of gaps) that human HGGT present (e.g., 
limited scope of application of norms regulating gene therapy,66 in vitro diagnostic medical 

                                                           
65 In our work, we have focused on the newest legal instruments in the field (Clinical Trials Regulation, Medical 
Devices Regulation, and In Vitro Diagnostic Medical Devices Regulation) although they are not being applied 
yet. 
66 Definition of gene therapy medicinal product is enshrined in Annex I of Regulation (EC) No 1394/2007 of the 
European Parliament and of the Council of 13 November 2007 on advanced therapy medicinal products and 
amending Directive 2001/83/EC and Regulation (EC) No 726/2004 OJ L 324, 10.12.2007, p. 121ς137. It states 
Gene therapy medicinal product means a biological medicinal product which has the following characteristics: 
(a) it contains an active substance which contains or consists of a recombinant nucleic acid used in or 
administered to human beings with a view to regulating, repairing, replacing, adding or deleting a genetic 
sequence; (b) its therapeutic, prophylactic or diagnostic effect relates directly to the recombinant nucleic acid 
sequence it contains, or to the product of genetic expression of this sequence. Gene therapy medicinal 
products shall not include vaccines against infectious diseases. See an approach that the CJEU took in regard to 
medicinal products more generally, Court of Justice of the European Union, C-358/13, D. and G., 10.07.2014 
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devices as a result of which non-medical applications remain uncovered;67 the vagueness of 
ethics requirements68) need to be further reviewed and interpretative strategies need to be 
crafted for overcoming them. This avenue is constrained to the limits within which the current 
legal frameworks operate and it may prove an inadequate approach in ensuring a 
comprehensive HGGT governance at the EU level. 

- Legislation avenue. Another way is to adopt a more comprehensive approach to the regulation 
of HGGT through a specific legislative act or re-regulation of the field taking existing 
frameworks as a base and strive towards elimination of unnecessary fragmentation within the 
EU.69 Human genetics and genomics trigger questions relating to the shared competence areas 
between the EU and its Member States, therefore, in addition to selecting appropriate legal 
basis, principles of proportionality and subsidiarity are of paramount importance, as well as 
risks of opposition from the Member States for expansion of the field. Any proposals should 
be taken with the Member States on board for the changes. Similar hurdles could also emerge 
in strengthening the area of ethics. 

- Legislative avenue. A distinction needs to be drawn between recasting of the existing 
frameworks in shaping a technology-specific legislative measure and recasting the current 
frameworks through expanding their scopes. Acknowledging the importance of contexts in 
which the different HGGT operate, SIENNA perceives the latter as a more feasible option. 
Disregarding that, genetics and genomics legal instrument that coordinates the area, as well 
as stronger guidance on the interpretation and application of CFREU could be seen as a tool to 
further human rights compliance. 

- Legislation avenue. SIENNA supports the ongoing work in reshaping health data governance 
and eliminating fragmentation that is a hurdle for EU internal70 and external data sharing;71 
consequently also an obstacle to medical care relating to genetic data (e.g., in rare disease 
cases) and scientific research. 

- If (following Covid-19 pandemic) the European Health Union is furthered and the EU will 
expressis verbis claim greater health competences, the introduction of the right to gen(omic) 

                                                           
67 See Article 2(2) of Regulation (EU) 2017/746 of the European Parliament and of the Council of 5 April 2017 on 
in vitro diagnostic medical devices and repealing Directive 98/79/EC and Commission Decision 2010/227/EU OJ 
L 117, 5.5.2017, p. 176ς332 
68 All three key instruments (Clinical Trials Regulation; Medical Devices Regulation; In Vitro Diagnostic Medical 
Devices Regulation) leave it at the discretion of the national legal orders. 
69 From the perspective of EU competences, claim based on Article 114 TFEU coupled with a high level of 
human health could be made. We are hesitant as for relying on Article 168.1 as a separate legal basis (cf. 
tŀǘƛŜƴǘΩǎ wƛƎƘǘǎ 5ƛǊŜŎǘƛǾŜύΦ See ¢ƘŜƻŘƻǊŜ YƻƴǎǘŀŘƛƴƛŘŜǎΣ ά¢ƘŜ /ƻƳǇŜǘŜƴŎŜǎ ƻŦ ǘƘŜ ¦ƴƛƻƴέΣ ƛƴ wƻōŜǊǘ {ŎƘǸǘȊŜ 
and Takis Tridimas (eds.), Oxford Principles of European Union Law, OUP, 2018, pp.191-220. 
70 In that regard, see analysis on the implementation of Article 89 GDPR across Europe in Slokenberga, Santa, 
Tzortzatou, Olga, Reichel, Jane (eds.), GDPR and Biobanking: Individual Rights, Public Interest and Research 
Regulation across Europe, Springer International Publishing, 2020. 
71 {ŜŜ {ƻƛƴƛΣ {ƛǊǇŀΣ ά¢ƘŜ D5twΣ ǎŜŎƻƴŘŀǊȅ ǊŜǎŜŀǊŎƘ ǇǳǊǇƻǎŜǎ ŀƴŘ Ǝƭƻōŀƭ Řŀǘŀ ǎƘŀǊƛƴƎτone-ǿƘŜŜƭ ǘƻƻ ƳŀƴȅέΣ 
European Journal of Human Genetics, vol. 28, no. 694, 2020. Concerning states in Africa, see Slokenberga, 
Santa, Jane ReicheƭΣ wŀŎƘŜƭ bƛǊƛƴƎƛȅŜΣ ¢ŀƭƛǎƘƛŜŀ /ǊƻȄǘƻƴΣ /ŀǊƳŜƴ {ǿŀƴŜǇƻŜƭΣ WǳƴŜ hƪŀƭΣ ά9¦ Řŀǘŀ ǘǊŀƴǎŦŜǊ ǊǳƭŜǎ 
ŀƴŘ !ŦǊƛŎŀƴ ƭŜƎŀƭ ǊŜŀƭƛǘƛŜǎΥ ƛǎ Řŀǘŀ ŜȄŎƘŀƴƎŜ ŦƻǊ ōƛƻōŀƴƪ ǊŜǎŜŀǊŎƘ ǊŜŀƭƛǎǘƛŎΚέΣ International Data Privacy Law, vol. 
9, no 1, February 2019, pp. 30ς48, and SlokenbŜǊƎŀΣ {ŀƴǘŀΣ ά.ƛƻōŀƴƪƛƴƎ ŀƴŘ Řŀǘŀ ǘǊŀƴǎŦŜǊ ōŜǘǿŜŜƴ ǘƘŜ 9¦ ŀƴŘ 
/ŀǇŜ ±ŜǊŘŜΣ aŀǳǊƛǘƛǳǎΣ aƻǊƻŎŎƻΣ {ŜƴŜƎŀƭΣ ŀƴŘ ¢ǳƴƛǎƛŀΥ ŀŘŜǉǳŀŎȅ ŎƻƴǎƛŘŜǊŀǘƛƻƴǎ ŀƴŘ /ƻƴǾŜƴǘƛƻƴ млуέΣ 
International Data Privacy Law, 2020.  
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information should be considered. Unlike the international legal orders, the EU has the 
advantage of furthering genomics competence also as part of the professional requirements 
of healthcare personnel.72 We also see the potential to strengthen ǇŀǘƛŜƴǘǎΩ ǊƛƎƘǘǎ ǇǊƻǘŜŎǘƛƻƴ 
in so far as these rights anchor in the common constitutional traditions of the Member States 
and content of the CFREU. Additionally, in that regard also the fundamental right to data 
protection in the EU legal order could be used as platform to further the right to gen(omic) 
data. 

- The area of HGGT presents considerable research and innovation, and commercialization 
potential. The EU already has taken considerable steps in furthering genetics and genomics 
advances, e.g. through extensive resources allocation for research, Biobanking and 
BioMolecular Resources Research Infrastructure (BBMRI-ERIC).73 However, a comprehensive 
approach to HGGT is missing. Measures to enhance human genetics and genomics as part of 
the 9¦Ωǎ ǎŎƛŜƴǘƛŦƛŎ ŀǎǇƛǊŀǘƛƻƴǎ could be made through strategic and targeted steps (e.g., 
establishment of an EU actor for biomedical research). Examples could be an action based on 
Article 352 TFEU or Council Regulation (EC) No 723/2009 of 25 June 2009 on the Community 
legal framework for a European Research Infrastructure Consortium (ERIC).74 

The EU has strategies to enhance stakeholder particiǇŀǘƛƻƴ ƛƴ ǘƘŜ /ƻƳƳƛǎǎƛƻƴΩǎ ǿƻǊƪΣ ƛƴŎƭǳŘƛƴƎ 

legislative proposals adopted by the Commission.75 As detailed analysis of the effectiveness of this 

strategy is not part of SIENNA work, we refrain from any proposals in that regard. 

In line with the joint methodological approach outlined above in the section 1.2, tƘŜ ǘŀōƭŜ ōŜƭƻǿΣ ά9¦-
level potential changes, actions, and challenges for HGGTέ ǇǊŜǎŜƴǘǎ ǘƘŜ ŎƘŀƴƎŜǎ ǘƘŀǘ ŀǊŜ 
necessary/desired for creating a platform in which SIENNA proposals can effectively be 
operationalised, specifies the action that is required and assigns responsibility and priority level, as 
well as identifies potential challenges (obstacles or hurdles) that could hinder the proposed changes.  

 

                                                           
72 For an excellent insight in the fragmented regulatory landscape, see Purnhagen, Kai, Anniek De Ruijter, Mark 
[Φ CƭŜŀǊΣ ¢ŀƳŀǊŀ YΦ IŜǊǾŜȅΣ ϧ !ƭŜȄƛŀ IŜǊǿƛƎΣ άaƻǊŜ /ƻƳǇŜǘŜƴŎŜǎ ǘƘŀƴ ¸ƻǳ YƴŜǿΚ ¢ƘŜ ²Ŝō ƻŦ IŜŀƭǘƘ 
Competence for European Union Action in Response to the COVID-мф hǳǘōǊŜŀƪέΣ European Journal of Risk 
Regulation, vol. 11 no. 2, 2020, pp. 297-306.  
73 BBMRI-ERIC is a European research infrastructure for biobanking, see https://www.bbmri-eric.eu/ 
74 Council Regulation (EC) No 723/2009 of 25 June 2009 on the Community legal framework for a European 
Research Infrastructure Consortium (ERIC), OJ L 206, 8.8.2009. A comprehensive insight in European Health 
Area can be expected in autumn 2020, see https://www.cambridge.org/core/journals/european-journal-of-
risk-regulation/call-for-papers.  
75 See https://ec.europa.eu/social/main.jsp?catId=1192&langId=en. 

https://www.bbmri-eric.eu/
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/call-for-papers
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/call-for-papers
https://ec.europa.eu/social/main.jsp?catId=1192&langId=en
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Necessary/ 
desired legal 
change  

Specific action 
required 

Responsibility Priority 
level 

Implementation challenges 

Effective 
enforcement 
of existing 
law 

Interpretation 
and oversight of 
the current 
secondary law 
framework 

Committees/ 
boards 
established 
under the 
respective 
frameworks 

European 
Commission 

176 

 

Internal priorities, resources, 
disagreements at the interpretative level 
regarding the boundaries of EU law (CJEU 
competence, Article 19 TEU). 

Discretion of the European Commission 
under Article 258 TFEU, and 
consequently tolerance of existing 
discrepancies. 

Effective 
enforcement 
of existing 
law and 
enhancement 
of the legal 
frameworks 
through 
revision 

Address ethics 
in regard to 
HGGT in a more 
stringent and 
consistent way 

European 
Commission, 
Parliament, 
Council, 
Member States 

2 Already now, ethics is part of the 
requirements in some areas, e.g., clinical 
trials, studies relating to in vitro 
diagnostic medical devices. Stronger 
emphasis on ethics monitoring is 
necessary, as well as ethics as an integral 
part of health technology assessment 
should be furthered. These areas could 
be said to be of high sensitivity to the 
national legal orders, and consequently 
present hurdles for EU level actions. 

Effective 
enforcement 
of existing 
law and 
enhancement 
of the legal 
frameworks 
through 
revision 

Resolve 
fragmentation 
and 
uncertainties 
regarding 
genetic data 
protection; 
remove 
obstacles to 
sharing of the 
data 

European 
Commission, 
Parliament, 
Council, 
Member States 

2 Fragmentation in the field relates to 
difficulties in reaching an agreement 
when developing the GDPR. The risk of 
facing similar hurdles emerges. 

Coordinate 
the existing 
legal 
responses 
through 
knowledge 
bases 

Continuous and 
comprehensible 
guidance on 
how the law 
regulates 
human genetics 
and genomics 
(cross-sectorial 
perspective)  

European 
Commission 

2 Policy priority, resource allocation. 

Enhance 
human 
genomics as 
ǇŀǊǘ ƻŦ 9¦Ωǎ 

Set up and 
support an EU 
actor for 
(bio)medical 
research 

European 
Commission 

3 Policy priority, resource allocation. 

                                                           
76 From the moment the respective bodies fully operate under respective secondary laws. 
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Necessary/ 
desired legal 
change  

Specific action 
required 

Responsibility Priority 
level 

Implementation challenges 

scientific 
aspirations 

Enhance the 
legal 
frameworks 
through 
revision 

Regulate non-
medical 
application of 
HGGT through 
reshaping 
existing 
frameworks 

European 
Commission, 
Parliament, 
Council, 
Member States 

4 Several of the key frameworks have been 
recently revised; reluctance of the 
Member States to agree on EU-level 
legislation; differing stakeholder 
interests. 

Enhance 
human 
genomics 
through 
European 
Health Union 

Streamline 
questions 
relating to 
HGGT and 
human genome 
in the area. 

 

European 
Commission 

4 Reluctance from the Member States to 
have treaty change and limited self-
determination in the area of health care 
and other areas the proposal touches 
ǳǇƻƴΦ 9¦Ωǎ ŀǿŀǊŜƴŜǎǎ ƻŦ ǘƘŜ ǊŜƭǳŎǘŀƴŎŜΣ 
and consequently omission to act. 

Enhance 
human 
genomics 
through 
European 
Health Union 

Consider 
establishing a 
right to 
gen(omic) data 

European 
Commission 

4  Reluctance from the Member States to 
have treaty change and limited self-
determination in the area of health care 
and other areas the proposal touches 
ǳǇƻƴΦ 9¦Ωǎ ŀǿŀǊŜƴŜǎǎ ƻŦ ǘƘŜ ǊŜƭǳŎǘŀƴŎŜΣ 
and consequently omission to act. 

Table 4: EU-level potential changes, actions, and challenges for HGGT 

  

3.5 National level changes 

 

SIENNA D2.2 identified that the national legal orders respond to HGGT in some way. However, the 
scope of application of these laws could be limited to tackling medical application only, or parts of it. 
While we cannot preclude that some national legal orders have made deliberate choices, for others 
the lack of responsiveness relates to the fact that the laws are outdated. They also create uncertainties 
of oversight and effective enforcement. These could become hurdles in the uptake and effective 
implementation of SIENNA proposals for ethical and human-rights respectful HGGT applications. 

The following actions at the national level are of importance for enhancing the human rights compliant 
application of HGGT. 

- Revision and amendments of the existing laws where they are identified as inadequate. 
- Re-assessment of necessity to maintain individualized approaches where harmonisation exists 

(e.g., values and other important reasons underpinning them). 
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- The necessity to consider whether and how stakeholders are consulted, including the public, 
quality of regulatory changes is ensured.77 

- Compliance enhancing and effective enforcement of existing laws. 
- Competence and capacity building. 

The table below, άbŀǘƛƻƴŀƭ ƭŜǾŜƭ ǇƻǘŜƴǘƛŀƭ ŎƘŀƴƎŜǎΣ ŀŎǘƛƻƴǎΣ ŀƴŘ ŎƘŀƭƭŜƴƎŜǎ for HGGTέ, presents the 
changes that are necessary/desired for creating a platform in which SIENNA proposals can effectively 
be operationalized, specifies the action that is required and assigns responsibility and priority level, as 
well as identifies potential challenges (obstacles or hurdles) that could hinder the proposed changes. 

 

Necessary/ 
desired legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

Effective 
compliance 
and 
enforcement 
of existing 
laws 

Review compliance enhancing 
strategies (e.g. accurateness 
and accessibility of 
information about legal 
requirements) and regulatory 
enforcement measures 
regularly 

National 
government
s (including 
competent 
authorities) 

1 Resources, priorities, political 
will. 

Enhancement 
of the existing 
laws 

Where national laws are 
inadequate to tackle the 
challenges that HGGT 
presents, relevant 
amendments to the existing 
laws or new laws should be 
proposed. 
Principles for better 
regulation should be 
followed, including enhancing 
stakeholder consultation78 

National 
government
s (including 
competent 
authorities), 
national 
parliaments 

2 Resources, priorities, political 
will introduce changes, technical 
capacity and knowledge. 

Enhancement 
of the existing 
laws 

Streamline genetics and 
genomics in research and 
development, and medical 
care 

National 
government
s (including 
competent 
authorities) 

2 Resources, priorities, political 
will. 

Enhancement 
of the existing 
laws 

Where national laws are 
based on EU law measures, 
assess the necessity for 
individualised legal 
frameworks to reduce 
fragmentation of the field 

National 
government, 
national 
parliaments 

3 Member States might have good 
reasons for upholding current 
approaches. Therefore, only 
greater harmonization could 
heal fragmentation. 

                                                           
77 This includes considerations shared by stakeholders in the SIENNA webinar, including, those made by David 
W. Wood. 
78 This includes considerations shared by stakeholders in the SIENNA webinar, including, those made by David 
W. Wood. 
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Necessary/ 
desired legal 
change  

Specific action required Responsibility Priority 
level 

Implementation challenges 

Enhancement 
of 
competence 
and capacity 

Designate an authority 
responsible for human 
genetics and genomics and 
allocate resources 

National 
governments, 
national 
parliaments 

3 Resources, priorities, political 
will. 

Table 5: National level potential changes, actions, and challenges for HGGT 

3.6 Conclusions 
 

Steps need to be taken to enhance the existing legal frameworks in responding to the challenges that 

HGGT present. The existing human genetics and genomics specific instruments at the international 

level, such as those of the UNESCO and CoE, provide considerable human rights guidance in the area 

of human genomics. Uptake of principles set in the respective frameworks should be furthered. 

Nonetheless, they also present limitations, which should be tackled without fear to revise these 

instruments. 

An international human rights treaty in the area of human genomics might be an ambition that is 

desirable to further the right to science and associated rights and simultaneously ensure adequate 

protection from the misuse of science, and prevention of bioethics and bio-law paradises for scientific 

research. However, it is an aspiration that difficult to achieve, which is in part related to different and 

conflicting stands on fundamental questions. Nonetheless, SIENNA believes that considerable effects 

can be achieved through effective enforcement of the existing human rights norms, for example, the 

existing treaty monitoring bodies could require human rights compliance regarding HGGT. They could 

guide in their general comments on how HGGTs challenge the respective rights (e.g., freedom from 

unethical and illegal scientific experimentation), what measures are expected for the realization of the 

right (e.g. the right to health). This could offer the advantage of strengthening a human-rights based 

approach to the governance of human genetics and genomics. At the same time, such an approach is 

prone to delivering fragmentation that the existing human rights principles allow (e.g., differing 

understanding of human dignity, balancing of competing rights and interests). Appropriate steps in 

that regard shall need to be taken at the EU and national levels. 

The EU has the potential to exploit its commitment to guarantee a high level of protection of health 

and further the EU internal market in the non-health application of HGGT. Some challenges can be 

overcome through interpretation, but the risk of an incomplete framework remains. Therefore, where 

relevant, SIENNA has called for secondary law revisions, albeit without an attempt to create a 

genomics-specific secondary law. This choice has been made, in part, due to the different nature of 

HGGT and broader areas to which these technologies belong (e.g., in vitro diagnostic medical devices; 

medicinal products). Should the European Health Union be developed, considerable room for 

ǎǘǊŜƴƎǘƘŜƴƛƴƎ ǇŀǘƛŜƴǘǎΩ ǊƛƎƘǘǎ ŜƳŜǊƎŜǎΦ CǳǊǘƘŜǊ ƛƴǉǳƛǊƛŜǎ ǿƛƭƭ ōŜ ƴŜŜŘed as the area starts shaping in 

determining the key steps that need to be taken for the full realization of HGGT in the area of health. 
























































































































